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UTAH CONNECTED

Introduction

The Utah Department of Transportation (UDOT) was awarded a FY 2018 Advanced
Transportation and Congestion Management Technologies Deployment (ATCMTD) grant for its
Utah Connected initiative, which is comprised of seven individual projects. This Final Report
contains the description, scope, timeline, goals, performance metrics, evaluation results, lessons
learned, recommendations, and conclusions for each Utah Connected project. Submission of this
Utah Connected Final Report satisfies the deliverable requirement for the Final Report described
in the Cooperative Agreement and specifically and collectively satisfies the ‘final report
deliverable’ designated in individual projects within this program.

Supplemental information can also be found in the numerous Intermediate Working Papers that
were submitted, UDOT’s Transportation Technology website!, and the six recorded Utah
Connected Webinar Series outreach webinars?.

Utah Connected Project Summary

The Utah Department of Transportation (UDOT) is dedicated to innovation and the deployment
of new technologies to benefit travelers throughout the state of Utah. Leveraging the significant
investments already made in Intelligent Transportation systems (ITS) deployments throughout
the state is vital to achieving UDOT’s vision to “Keep Utah Moving” by enhancing mobility,
increasing safety (towards UDOT’s goal of Zero Crashes, Injuries, and Fatalities), and
optimizing the value of infrastructure investments. Utah’s extensive ITS infrastructure and
connected vehicle experience support and enable Utah Connected projects.

Utah Connected is an initiative with seven projects organized around three focus areas: 1)
connected systems, 2) connected vehicles, and 3) connected people. Collectively, these projects
help UDOT accomplish numerous goals, including increase its real-time situational awareness,
improve safety, improve mobility, reduce environmental impacts, and develop lessons learned
and recommendations for future deployments. Utah Connected is organized by focus area and
project as follows:

! https://transportationtechnology.utah.gov
2 https://www.youtube.com/@UtahDOT
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e Focus Area #1: Connected Systems
o Project 1.1 — Data Ecosystem
o Project 1.2 — Fiber Sensing
e Focus Area #2: Connected Vehicles
o Project 2.1 — Transit Signal Priority (TSP)
o Project 2.2 — Snowplow Preemption
o Project 2.3 — Curve Speed Warning (CSW)
o Project 2.4 — Spot Weather Impact Warning (SWIW)
e Focus Area #3: Connected People
o Project 3.1 — Lessons Learned from an Autonomous Shuttle Pilot Deployment

Figure 1 contains a map of these deployments and highlights both urban and rural deployment
locations. Deployment for Project 1.2 Fiber Sensing occurred along Big Cottonwood Canyon
(BCC) and Little Cottonwood Canyon (LCC); Project 2.1 TSP along State St (US-89) in Utah
County; Project 2.2 Preemption along Timpanogos Hwy (SR-92), Redwood Rd (SR-68), Pioneer
Crossing (SR-145), and State St (US-89); Project 2.3 CSW at five curve locations in Big
Cottonwood Canyon and three locations in Salt Lake City; and Project 2.4 SWIW along SR-224,
SR-248, and US-40. A major part of this grant work is the deployment and expansion of
UDOT’s connected vehicle, or vehicle-to-everything (V2X), system.

A map of all roadside units (RSUs) deployed under this grant are shown in Figure 2 with a
tabulated list of each RSU shown in Appendix A: RSU Deployment List. In addition to these
infrastructure deployments, the after-market installation of on-board units (OBUs) on 83 vehicles
also took place.
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Figure 1 Utah Connected project deployment map.
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PROJECT 1.1 DATA ECOSYSTEM

1. Project Summary
Description

Project 1.1 Data Ecosystem includes the development of a cloud-based, data analytics platform,
the “Data Ecosystem”, also known as “Cirrus by Panasonic”, that stores and manages all SAE
J2735 V2X messages generated in projects 2.1 to 2.4, ingests all the important weather-related
data needed to support Project 2.4 SWIW, and houses the CSW and SWIW applications from
Projects 2.3 and 2.4, respectively.

The Data Ecosystem also includes a security credential management system (SCMS) that UDOT
procured and implemented in this project for Projects 2.1, 2.2, 2.3, and 2.4. An SCMS is
essential to provide secure, authentic, trusted, and private communications that are protected
from misuse. Digital credentials attached to each message sent by devices along the roadside and
in vehicles effectively secure the messages from misuse, enabling secure, authentic, trusted, and
private communications. Messages produced by vehicles have credentials that change frequently,
thus providing anonymity of the message source (with the exception of publicly-owned vehicles
requesting signal priority or preemption). These credentials are part of a PKI (public key
infrastructure) system, are provided by a third party, and ensure message authenticity. This effort
impacts hardware selection and ecosystem design. Once installed, the SCMS has informed and
enabled all other UDOT V2X deployment efforts.

More information about the Data Ecosystem can be found in Webinar #2 of the Utah Connected
Webinar Series, titled Connected Vehicle Data Ecosystem & Applications.

2. Performance Metrics, Evaluation Methods, and Data Sources

This section describes the project goals that align with Section 6004 of the Fixing America’s
Surface Transportation (FAST) Act (PL 114-94) and a discussion of the challenges encountered.

Goal: Increase Real-Time Full Situational Awareness

One goal of this project was to more effectively collect and provide real-time information, which
was accomplished by developing a cloud-based data analytics platform and deploying C-V2X
technology in the 5.9 GHz spectrum. The Data Ecosystem creates a system that works largely
behind the scenes and facilitates other projects (such as TIM generation), so performance
measures for Project 1.1 focus on the inputs of this system. The primary inputs that will be
evaluated are absolute results based on the number of types of data sources, the number of data
sources regardless of type, whether all available data are being used in the ecosystem, and the
frequency at which data are being ingested. The ability to provide real-time information specific
to individual vehicles will be evaluated in projects 2.3 and 2.4. System performance is evaluated



through device transmission logs and project documentation is used to evaluate system
compliance with national protocols and standards.

Goal: Increase Knowledge and Understanding of Emerging Technologies

Another goal was to increase knowledge and understanding of emerging technologies—the
security of V2X systems, specifically—which is accomplished through the integration of a
security credential management system (SCMS) into our V2X system.

For each performance measure, Table 1 contains the associated goal area, data method, data
source, data collection time period, and sample size, when appropriate.



Table 1 Project 1.1 Performance Metrics

standards

Performance Data Datq .
Goal Area Data Source Collection Sample Size
Measure Method . .
Time Period

Increase real- | Number of Agency data | Project N/A N/A
time full types of data documentation
situational sources
awareness
Increase real- | Number of Agency data | Project N/A N/A
time full data sources documentation
situational
awareness
Increase real- | Percentage of | Agency data | Project N/A N/A
time full data elements documentation
situational available
awareness being

ingested
Increase real- | Frequency of | Agency data | Project N/A N/A
time full data ingestion documentation
situational
awareness
Increase Successful Field test SPaT 12:32:44 PM | nspat=107,991
knowledge transmission transmission | to 3:32:44 nmap=10,785
and rate logs, Device PMon July | ntm=10,387
understanding health logs 27,2022
of emerging
technologies
Increase Description Agency data | Project N/A N/A
knowledge of whether documentation
and the system
understanding | complies
of emerging | with national
technologies | protocols and

3. Evaluation Results

The Data Ecosystem records all V2X messages received by RSUs that are integrated into the
system. Accordingly, J2735 messages including BSM, SRM, SSM, SPaT, MAP, TIM, and
RTCM are continually being recorded and stored by the Data Ecosystem. While these messages
are produced by the Data Ecosystem and deployed devices within it, other data needs to be
ingested to support various applications. In addition to these J2735 messages, the Data

Ecosystem also ingests six other types of data sources, which are:




e RWIS data

e Device ping status for the RSU, the signal command module (SCM), network switch, and
the traffic signal controller

e RSU SNMP status

e RSU GPS status

e RSU metadata

e Mapbox maps for the Data Ecosystem’s user interface (UI).

The Data Ecosystem was developed to support Utah’s V2X deployments as a whole and not just
the projects deployed under this grant. As such, the total number of data sources providing
information to the Data Ecosystem includes devices deployed outside of this grant. In total, 199
RWIS sensors, 186 OBUs, 296 RSUs, 296 network switches, 236 SCMs, and 236 traffic signal
controllers are integrated and provide data used to generate insights about current roadway
conditions and device health within the Data Ecosystem. Of these devices, this grant funded the
deployment of 83 OBUs, 112 RSUs, 112 network switches, and 82 SCMs.

Out of all available data elements from these data sources, 100% are being ingested into the Data
Ecosystem and no data is excluded or removed. Despite its ingestion, however, not all data is
being used and efforts to more fully utilize available data are underway in subsequent projects.
For example, the SWIW application generates icy road alerts when an RWIS station reports a
surface status of “ice” and a surface temperature between 26- and 32-degrees Fahrenheit. Some
RWIS stations provide pavement surface grip data, which could alternatively be used to generate
icy road alerts, but this data is not currently being used despite its ingestion.

Regarding the frequency of data ingestion, RWIS data is ingested every 10 minutes, device ping
status is every second, RSU SNMP status is every 5 minutes, RSU GPS status is every 5
minutes, and RSU metadata is every 6 hours. The Mapbox data is ingested whenever users
access the Data Ecosystem Ul by leveraging the Mapbox APIs and ensuring the latest data is
used. The J2735 messages are ingested in real-time whenever they are received by an RSU.

The Data Ecosystem’s performance was evaluated through RSU packet capture (PCAP) network
logs since RSU transmission is the culminating effort of many Data Ecosystem functions, like
SPaT, MAP, and SWIW alerts via TIM transmission. RSU network traffic was logged and
recorded in a PCAP file for a continuous three-hour time period on July 27, 2022, from 12:32:44
PM to 3:32:44 PM at the intersection of SR-224 and Meadows Drive, a location enabled for
SPaT, MAP, and TIM transmission.

Message periodicity is a measure of transmission frequency and measures the elapsed time
between transmissions of the same message type. Periodicity was evaluated for SPaT, MAP, and
TIM messages with the results summarized in Table 2. Additionally, periodicity of the traffic
signal controller broadcast message (TSCBM) was evaluated, which is generated by the
controller and contains the data used to populate the J2735 SPaT. Each message type is designed
to be transmitted at a certain periodicity, which is shown in the results table, along with the
calculated mean, minimum, and maximum periodicity values. Additionally, the 95 percent
prediction interval is shown, which demonstrates variability in the data and is a range of



expected periodicity values defined by the 2.5th and 97.5th percentile values. To illustrate, SPaT
messages have a designed periodicity of 0.1 seconds (100 milliseconds). The mean periodicity is
100 milliseconds while the minimum and maximum are 15.1 and 378.1 milliseconds,
respectively. The 95 percent prediction interval shows that 95 percent of the SPaT messages
were transmitted with a periodicity between 61.5 and 156.0 milliseconds.

Table 2 Message Periodicity Results.

Designed Mean Minimum Maximum Periodicity
Message | Periodicity | Periodicity | Periodicity | Periodicity 95% Prediction

(seconds) (seconds) (seconds) (seconds) | Interval (seconds)
TSCBM | 0.1 0.1000 0.0918 0.1081 [0.0991, 0.1008]
SPaT 0.1 0.1000 0.0151 0.3781 [0.0615, 0.1560]
MAP 1.0 1.0012 0.8722 1.1189 [0.9425, 1.0375]
TIM 1.0 1.0398 0.9211 1.1233 [1.0067, 1.0859]

RSE latency, or process time, measures how long it takes the RSE to process and transmit a
given message, which includes the time needed to apply the security certificates produced by the
SCMS. The RSE deployed at signalized intersections includes two devices: a roadside processor
and an RSU. For SPaT transmission, the roadside processor, or SCM, receives the TSCBM
message from the traffic signal controller, converts it into J2735 SPaT, and then sends the SPaT
message to the RSU. The RSU receives the SPaT, applies the security certificate, and then
transmits the SPaT. RSE latency was evaluated for SPaT and MAP messages with the results
summarized in Table 3.

Table 3 RSE Latency Results.

Mean RSE Minimum RSE | Maximum RSE | RSE Latency 95%
Message Latency Latency Latency Prediction Interval
(seconds) (seconds) (seconds) (seconds)
SPaT 0.0277 0.0163 0.2947 [0.0170, 0.0797]
MAP 0.0415 0.0172 0.1672 [0.0178, 0.1036]

Although these results pertain to a specific intersection during a limited time period, additional
analysis confirms that these results are representative of the performance achieved by all RSUs
deployed under this grant.



The CTI 4501 v01.01 Connected Intersections Implementation Guide identifies performance
requirements for V2X message transmission. Select requirements that relate to SPaT and MAP
transmission are:

e 3.3.3.1.5.1 SPaT Message - Broadcast Periodicity: A connected intersection shall
broadcast SPaT messages periodically at average rate of 10 messages per second +/- 1
message over a 10-second period.

e 3.3.3.1.5.2 SPaT Message - Broadcast Latency: A connected intersection shall
broadcast SPaT messages that reflects the actual signal indications of the intersection
within a latency of no more than 300 milliseconds.

e 3.3.3.1.5.3 MAP Message - Broadcast Periodicity: A connected intersection shall
broadcast MAP messages periodically at an average rate of 1 message per second +/- 1
message over a 10-second period.

However, assessing compliance to these requirements can be challenging, and in some cases, we
do not believe that these metrics appropriately measure the performance of a connected
intersection. For example, the requirement that SPaT be broadcast at a rate of 10 messages per
second +/- 1 message over a 10-second period would be satisfied if 1 SPaT message were
transmitted at t=0.0 seconds and then 9 SPaT messages transmitted at t=0.9 seconds, repeated in
this manner for the entire 10-second period.

As we evaluated our system and collaborated with people from Crash Avoidance Metrics
Partners LLC (CAMP), a different approach to assessing message broadcasts seemed more
suitable and more aligned with the needs of applications like red light violation warning. This
approach emphasizes the need for continuous SPaT broadcasts at the designed periodicity instead
of confirming that the correct number of SPaT messages were broadcast over a longer period of
time (i.e., 10 seconds), which is why our results measure periodicity in terms of the mean,
minimum, maximum, and the 95 percent prediction interval.

In ongoing effort to modify 4501, the CTIC Phase 2 committee is considering an alternate
approach to the requirements for latency and periodicity. According to the proposed language in
the System Design Document (SSD) walkthrough, requirements 3.3.3.1.5.1 and 3.3.3.1.5.2 will
be deprecated and the following new requirements are proposed:

e 3.3.2.1.6 TSC Signal State Periodicity: A TSC infrastructure shall set the signal
indications 10 times per second via the cabinet serial bus at 100 +/- 25 ms intervals where
the duration of the 10 consecutive intervals is 1.0 seconds +/- 25 ms.

e 3.3.3.1.5.4 SPaT Message - Broadcast Latency and Accuracy - Commanded: A
connected intersection shall broadcast a SPaT message within 175 milliseconds from the
time the TSC infrastructure sets the corresponding signal indications.

Based on this new language, our evaluation of TSCBM periodicity and the results in Table 2
demonstrate full compliance with 3.3.2.1.6; the minimum and maximum periodicity values of
91.8 ms and 108.1 ms fall well within the acceptable range of 100 +/- 25 ms.
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However, our deployment is not always compliant with the proposed requirement on SPaT
latency, requirement 3.3.3.1.5.4, which allows a latency up to 175 ms. The results in Table 3
show a maximum observed latency of 294.7 ms. Nevertheless, it is worth noting that the 97.5th
percentile of SPaT periodicity is only 79.7 ms and it is the 99.994th percentile that equates to
175 ms. This means that, on average, one SPaT message in 27.8 seconds will have a periodicity
that exceeds the proposed 175 ms threshold requirement. Meanwhile, a “five nines” level of
service for periodicity, or the 99.999th percentile, would be attainable if one SPaT message in
166.7 seconds exceeded the 175 ms threshold.

Through work performed outside of this grant, we will continue to evaluate the periodicity,
latency, and accuracy of the V2X data produced by our deployments. We will perform these
evaluations to enhance the quality of our deployments, increase industry knowledge of device
performance, and improve the utility of relevant standards and deployment guidance.

4. Lessons Learned, Recommendations, and Conclusions

The Data Ecosystem has proven to be a valuable tool for collecting and processing all the J2735
and related data necessary to operate UDOT’s V2X system. Since the data volumes are large,
hosting this system in the cloud is essential to its efficient operation. Some of the lessons learned
from development of this system are as follows:

e Access to the data is not intuitive or straightforward. With other funding, we continue to
improve the ability of the system to share and disseminate the recorded data, including
for outside parties.

e Hosting of V2X data in the cloud yields on-going costs for transmission and storage. At
the outset of this project, we had no tangible estimate of these costs. Considerations need
to be given to how much data is stored and for how long. Long-term off-line storage
should be considered as an alternative for data that no longer justifies cloud storage but
might be useful for research.

e SCMS System

o Certificate policies are still maturing and changes to those policies or nuances in
hardware configurations sometimes cause glitches in the system. When
certificates are expired or are non-existent, receiving devices will ignore the
messages.

o Original certificates on some of our older OBUs had a 3-year expiration date and
could not effectively be replaced without “re-enrolling” the device. We replaced
these older OBUs because that was easier than re-enrolling the devices. The new
expiration date on the devices is 10 years. We believe that a remote re-enrollment
procedure will be in place by the time these devices expire.

o Each message type requires certificates with specific Provider Service Identifiers
(PSID) for those messages. In addition, the RSU needs to be programmed using
SNMP commands to handle each type of message. In some cases, RSUs were
installed with a limited set of PSIDs, and we later decided that additional message
types (such as a TIM) should be enabled at those RSUs. This requires a

11



significant effort but front-loading an RSU with PSIDs that may not be used poses
a security risk and additional cost. Planning for future deployments should
carefully consider the message types that will be broadcast at given locations.

o Security certificates have expiration dates and need to be replenished at periodic
intervals. Those intervals are longer for OBU certificates than for RSU
certificates. Connections to the internet are needed for these certificates to be
replenished. There are on-going costs for security certificate replenishment and
for tools that allow the status of certificates to be monitored.

Message transmission periodicity and latency are impacted by a variety of factors,
including the volume of message traffic, delays for signing the messages with certificates,
signal controller capabilities and firmware versions, and hardware constraints. All these
issues need to be considered when installing and maintaining V2X systems.

The project team worked closely with UDOT’s Weather Group to access pertinent data
from RWIS stations around the state. The API used for those RWIS stations was well
constructed and easy to use.

12



PROJECT 1.2 FIBER SENSING

1. Project Summary
Description

UDOT has one of the most robust, DOT-owned fiber optic networks in the nation. Achieved
through public private partnership and trade, the network has been expanded greatly in the last
decade to include 3400 miles of fiber in both urban and rural areas. The UDOT fiber network
extends to some very remote corners of the state and contributes to our “connected system.”
Fiber sensing, also known as Distributed Acoustic Sensing (DAS), uses fiber optic cable to
monitor roadways in real time by detecting acoustic events in the vicinity of the fiber. This is a
well-used technology in some industries (pipelines and security) but is new in the transportation
industry.

UDOT deployed this DAS system in the 14-mile long Big Cottonwood Canyon (BCC) and the
12-mile long LCC, two heavily used recreational corridors near Salt Lake City. The roads in
these canyons have significant challenges resulting from traffic volumes, grades, winding
mountainous terrain, and winter avalanches. Traditional ITS technologies exist along this
roadway but, because of the terrain, do not provide full coverage. UDOT has fiber next to the
pavement surface with a few locations where the fiber crosses the road, both of which are ideal
for traffic and event detection using DAS. Installing DAS involved placing an interrogator unit
and a processing unit in the fiber hub building that serves these two canyons, followed by system
calibration and integration. The goal was to detect vehicle speed, travel time, direction, and
incidents, such as crashes, avalanches, and rockfalls along the corridor.

While the fiber location in the roadway was correctly identified as ideal, the installation
techniques, which occurred several years before this grant was awarded, was not conducive to
DAS and resulted in poor detection capabilities along certain stretches of the roadway.
Consequently, a temporary installation occurred in American Fork Canyon where the fiber was
optimally installed—fiber location near travel lanes and installation techniques that don’t
dampen the acoustic signals—to compare differences in system performance. Figure 3 shows a
map of the three corridors along which the fiber sensing was installed with the permanent
installations in BCC and LCC and the temporary installation in American Fork Canyon.

13
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Figure 3 Project 1.2 fiber sensing deployment map.

2. Performance Metrics, Evaluation Methods, and Data Sources
This section describes the project goals that align with Section 6004 of the Fixing America’s
Surface Transportation (FAST) Act (PL 114-94) and a discussion of the challenges encountered.

Goal: Increase Real-Time Full Situational Awareness

Fiber Sensing fills a literal gap wherein certain segments of the roadway in BCC and LCC are
not currently being monitored, which enables UDOT to increase its real-time full situational
awareness of these canyons. Traditional traffic monitoring sensors are deployed periodically
along highways to provide the traffic volume and vehicle classification data and comply with

14



federal Highway Performance Monitoring System (HPMS) requirements. The data are also used
as an input to UDOT’s travel demand model and many other decision frameworks that utilize
segment AADT and volumes by vehicle classification.

Table 4 summarizes each performance metric for this project and the associated goal areas, data
methods, data sources, data collection time periods, and sample size.

Table 4 Project 1.2 Performance Metrics

Data
Goal Area Performance Data Method | Data Source Collection Sample Size
Measure . .
Time Period

Increase real- | Miles being | Agency data | Project N/A N/A
time full monitored documentation
situational
awareness
Increase real- | Percentage of | Quantitative | Project N/A N/A
time full corridor data documentation
situational being comparison
awareness monitored
Increase real- | Number of Quantitative | Acoustic May 30, 91
time full vehicles data Sensors, 2023
situational sensed comparison continuous
awareness through DAS count station

compared to vehicular

traditional counts

methods
Increase real- | Percentage of | Quantitative | Acoustic 2019 t0 2023 | 4
time full crash data sensors, crash
situational incidents that | comparison reports
awareness are detected
Increase real- | Number of Quantitative | Acoustic 2019 t0 2023 |7
time full non-traffic data sensors, event
situational detectable comparison reports
awareness events

Project and Data Challenges

This project utilized fiber sensing technologies in a new way to monitor highway traffic and
other acoustic events affecting the roadway, such as crashes, avalanches, mudslides, and rock
falls. Although this technology has been successfully deployed in other industries, a variety of
factors were discovered that affected the performance of this system.

First, the fiber’s ability to effectively monitor traffic and non-traffic events is highly sensitive to
fiber installation methods. Fiber installed more than 14 meters from the highway and/or encased
in concrete or flowable fill limits detection capabilities. Several portions of BCC and LCC did

not have ideal fiber conditions and detection capabilities were limited.
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Additionally, considerable time tuning the algorithms that interpret the acoustic signals was
needed since crashes, mudslides, and avalanches were “new” event types that this technology has
not been used to measure. Accordingly, interpreting the data and converting it from its raw form
into actual events takes exceptional skill.

3. Evaluation Results

In BCC, 14 miles of fiber was being used to monitor vehicular traffic and other events affecting
the highway. In LCC, 12 miles of fiber was used. However, we were surprised to discover that
certain fiber installation techniques would so strongly limit detection capabilities. In BCC, only
3.3 percent, or about 0.5 miles, could effectively monitor vehicular traffic. Other events, such as
crashes and avalanches, have a much great acoustic signal and could be detected where traffic
monitoring was not possible. LCC had improved fiber placement and vehicular traffic could be
monitored along 75 percent, or about 9 miles of the canyon.

A temporary installation was implemented in American Fork Canyon, where fiber placement
was confirmed to be ideal and conducive to traffic monitoring. Camera footage was used to
count traffic volumes at a T-intersection along the highway. Out of the 91 vehicles seen by the
camera, the fiber sensing system detected 96 percent of them.

Determining how much of a corridor can be monitored using fiber depends on the strength of the
signal produced. A snowplow, for instance, will produce an enormous signal as it travels with the
blade down on the pavement compared to a passenger vehicle. Particularly strong signals, such
as those from crashes, avalanches, and rockfalls, were detected on segments where typical
vehicular travel could not be detected. Figure 4 contains sample waterfall plots for each of the
deployed canyons that act as time-space diagram with the angled lines representing vehicle
trajectories.

The crisscrossing lines of the American Fork Canyon plot, representing vehicles traveling both
up the canyon and down the canyon, demonstrate the clarity with which traffic can be detected
when the fiber is optimally installed. The fiber detection in American Fork Canyon was so good
that even bicyclists produced a discernible signal that the system could detect.
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Figure 4 Sample waterfall plots for American Fork, Little Cottonwood, and Big
Cottonwood Canyons.

Given the strong signal produced by vehicle crashes, all four crashes were successfully detected
by the fiber sensing system. Construction efforts that cut the fiber, one mudslide, one flooding
incident, and four avalanches were also detected and constituted 100 percent of non-traffic
monitoring events. Algorithms for detecting these events are still being refined and all false-
positive events are being considered in this effort.

The existence of false positives is primarily due to two reasons: (1) DAS monitoring of events
such as avalanches, rock falls, mudslides, and crashes is a novel use case for this technology and
we are still understanding how to distinguish these events based on the detectable signatures, and
(2) variations in fiber installation and pavement conditions exist along the fiber line means that
the exact same event would likely produce different signatures at different locations along the
fiber line. While the data is recorded and available in real-time, understanding of many of these
events was not obtained until after the fact. An increased sample size of known events and more
uniform fiber conditions will help further refinement of these algorithms to support real-time
alerts and any subsequent incident response.

4. Lessons Learned, Recommendations, and Conclusions

The Fiber Sensing / DAS tool shows great promise for continuous detection of events along
highway corridors, especially those in rural areas or challenging terrain where traditional ITS
sensors are challenged to provide coverage. Improved situational awareness along these corridors
can improve response time for incidents, enhancing safety. Some of the lessons learned from
development of this system are as follows:

e Fiber placement, fiber type, and backfill methods are critical to facilitating traffic and
event monitoring using fiber optic cables.
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Site-specific customization is needed to establish appropriate algorithms for interpreting
the data, which requires a specific skillset and significant ground-truth data for
calibration.

Fiber sensing is not anticipated to replace cameras or radar sensors, but can augment and
enhance highway monitoring and provide much greater coverage than traditional point
detectors.
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PROJECT 2.1 TRANSIT SIGNAL PRIORITY

1. Project Summary
Description

The Utah Smart Transit Signal Priority (TSP) project was first deployed in 2017 on Redwood
Road, an urban corridor in Salt Lake County on which Utah Transit Authority (UTA) Route 217
runs, and along the Utah Valley Express (UVX) corridor in 2019, a bus rapid transit line in the
Provo-Orem area of Utah County. The system allows buses that are behind schedule by a given
threshold to request priority at a signalized intersection by sending an SRM message over the
V2X system to the signal controller through the RSU. When it was operationalized on Redwood
Road in November 2017, it was the first Vehicle to Infrastructure (V2I) system in the United
States to be fully operational in a functioning transportation system, executed in cooperation with
the UTA.

Previous evaluations of UTA Route 217 utilize bus automatic vehicle location (AVL) data, high-
resolution automated traffic signal performance measures (ATSPM) data, and V2X data. These
evaluations indicate that schedule reliability for equipped buses achieve up to a 6 percent
improvement in schedule reliability and up to a 34 percent reduction in schedule deviation
variability with minimal impacts to general traffic.

In Project 2.1, UDOT and UTA expanded this system to UTA Route 850 along Utah County
State Street from the Lehi Frontrunner Station to 300 South in Provo (see Figure 5) by deploying
48 C-V2X RSUs along the corridor and equipping 30 UTA buses with OBUs. A tabulated list of
each RSU shown in Appendix A: RSU Deployment List. This deployment further leverages the
investment and collaboration of the Pooled Fund Study states and FHWA, who built the Multi-
Modal Intelligent Traffic Signal Systems (MMITSS) software that this TSP system was based
on, and builds on UDOT’s earlier TSP deployments. UDOT and UTA selected Route 850 after
considering route importance, schedule adherence challenges, and traffic characteristics.

More information about the deployment and operation of transit signal priority in this project can
be found in Webinars #3 and #4 of the Utah Connected Webinar Series, titled Deploying
Connected Vehicle Technology and Connected Vehicles Technology for Transit Signal Priority
and Preemption.
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Figure 5 Project 2.1 TSP deployment map.

2. Performance Metrics, Evaluation Methods, and Data Sources

This section describes the project goals that align with Section 6004 of the Fixing America’s
Surface Transportation (FAST) Act (PL 114-94) and a discussion of the challenges encountered.

Goal: Improved System Performance

The primary goal of this project was improving the performance of transit operations for Route
850 through V2X-enabled TSP. Many V2X safety benefits require increased penetration rates
but improved transit operations is a significant and measurable Day 1 benefit when deploying
this technology.

Route 850 AVL data from January 2, 2022, to June 30, 2023, were used to evaluate the impact of
TSP on bus performance. AVL data were recorded for each bus by timepoint. A pre-post

analysis was executed to compare how bus performance was impacted by TSP. The “before”
time period was January 2, 2022 to December 31, 2022 and the “after” time period was January
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1, 2023 to June 30, 2023. Table 5 lists the performance measures of on-time performance (OTP)
and travel time, along with their associated goal areas, data methods, data sources, data
collection time periods, and sample size.

Table S Project 2.1 Performance Metrics

Performance Datg Sample
Goal Area Data Method | Data Source Collection .
Measure . . Size
Time Period
Improved Transit on- Field test, AVL data 1/2/2022— 362,689
System time Quantitative 6/30/2023
performance | performance | data
(including comparison
optimized
multimodal
system
performance)
Improved Transit travel | Field test, AVL data 1/2/2022— 362,689
System time Quantitative 6/30/2023
performance data
(including comparison
optimized
multimodal
system
performance)

Project and Data Challenges

This project encountered challenges coordinating with individuals unfamiliar with previous TSP
deployment efforts and best practices by their predecessor. This led to the understanding that
clearly documenting roles, responsibilities, and step-by-step instructions was needed to ensure
that deployed technology meets the functional requirements and that device configurations are
done properly. All these challenges were ultimately overcome.

3. Evaluation Results

Some deployment challenges prevented TSP from functioning at 24 of the 49 intersections
during the data collection time period. A map of Route 850 RSUs colored by classification
category is shown in Figure 6. The 14 intersections with Q-Free (formerly Intelight) controllers
were not properly configured, an error which was corrected after data collection ended. TSP is
now functioning at these intersections. The 5 intersections with incomplete MAPs were due to
major road construction that prevented the creation of accurate MAPs until construction was
completed. The 5 intersections owned by Orem did not allow TSP due to signal timing disruption
concerns when TSP is granted. The 25 intersections with Econolite traffic signal controllers were
the only intersections during the data collection time period where TSP was functioning
properly. Thus, the reported benefits were realized with only a portion of the intersections
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properly acknowledging and granting the TSP requests. Consequently, it is expected that bus
performance will improve even more now that these 14 Q-Free controllers are granting TSP.

UDOT Econolite
UDOT Q-Free

Orem

Incomplete MAP

Route 850

Figure 6 Route 850 RSU classification.

A pre-post evaluation was executed and compared bus performance during the study period. The
pre-deployment timeframe was during 2022 and post-deployment was during 2023. However,
not all buses running on Route 850 were equipped so the evaluation was also able to compare the
performance of equipped and non-equipped buses during the same post-deployment time period
during 2023. This post-deployment comparison of equipped and non-equipped buses was critical
to understand differences in bus performance during the similar operating conditions in 2023.

On-Time Performance (OTP) Results

Figure 7 shows that equipped buses on Route 850 experienced improved schedule adherence
with TSP. Equipped bus OTP improved from 86.8 percent pre-deployment to 88.1 percent, an
increase of 1.3 percentage points. UTA has indicated that a 1.0 percentage point increase in OTP
is meaningful, and this 1.3 percentage point improvement was obtained during a time when TSP
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was only functioning at half of the intersections along the route. While OTP improved for
equipped buses in 2023, it worsened for non-equipped buses with OTP decreasing from 86.8
percent in 2022 to 85.4 percent in 2023.

100%

95%

90%

85%

On-Time Performance

80%

75%

2022 2023 2023
Not Equipped Equipped Not Equipped

Year-Equipped

Figure 7 Route 850 corridor-level OTP.

Because the route remained the same throughout the study period, the decrease in OTP from
2022 to 2023 for non-equipped buses suggests that external factors degraded transit operations in
2023; non-equipped bus OTP was expected to be the same in 2022 and 2023 all else equal.
Consequently, evaluating equipped and non-equipped buses under the same 2023 operating
conditions demonstrates that equipped buses capable of requesting TSP increased OTP by 2.7
percentage points. It was outside the scope of this evaluation to determine the magnitude of bus
performance impacts from external factors, but changes in ridership, general traffic conditions,
and even bus operator driving behavior can have meaningful impacts on bus performance.

Evaluating OTP at the timepoint level provides additional insight into equipped buses’
cumulative improvement to schedule adherence. In both the NB and SB directions, 2022 non-
equipped, 2023 non-equipped, and 2023 equipped buses begin the route with approximately the
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same OTP. By the end of the route, OTP for 2023 non-equipped buses was much lower (see
Figure 8).
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Figure 8 Route 850 timepoint-level OTP.

In 2023, OTP at the beginning of the route for NB equipped buses was 0.5 percentage points
lower than non-equipped buses but 3.8 percentage points higher at the end of the route, a net
difference of 4.3 percentage points. In the SB direction, OTP at the beginning of the route for
equipped buses was 1.2 percentage points lower than non-equipped buses but 4.8 percentage
points higher at the end of the route, a net difference of 6.0 percent